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In the present work, algorithms based on complex network theory are applied to Recommendation
Systems in order to improve their quality of predictions. We show how some networks are grown
under the influence of trendy forces, and how this can be used to enhance the results of a
recommendation system, i.e. increase their percentage of right predictions. After defining a base
algorithm, we create recommendation networks which are based on a histogram of user ratings,
using therefore an underlying principle of preferential attachment. We show the influence of data
aging in the prediction of user habits and how the exact moment of the prediction influences
the recommendation. Finally, we design weighted networks that take into account the age of
the information used to generate the links. In this way, we obtain a better approximation to
evaluate the users’ tastes.
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1. Introduction

Since the experiment of Milgram [1967], the study of
(social) networks has attracted the interest of many
scientists from completely different fields. Boosted
by the seminal paper of Watts and Strogatz [1998],
complex networks theory has become a strong util-
ity to analyze different kinds of data structures
[Boccaletti et al., 2006]. The application of complex
networks to social problems has generated special
interest, and it has given fruitful results in differ-
ent subjects, ranging from sexual disease control
[May & Lloyd, 2001; Pastor-Satorras & Vespignani,
2002] to music community identification [Lambiotte
& Ausloos, 2006; Park et al., 2007]. Another field

where complex networks knowledge is leveraged is
the design of Recommendation Systems. In the last
years, developments in computer and information
technologies have created new channels of com-
merce, mainly electronic, where millions of cus-
tomers are served each day, generating an enormous
quantity of information about their habits. On the
other hand, this innovation has created the need
for personalization in customer care, and this has
led to a great interest in generating algorithms that
recommend items to users entering an “e-store”.

In the search for better recommendation algo-
rithms using complex networks theory, properties
of the system like Clustering Coefficient [Huang,
2006] or Jaccard’s Coefficient [Huang et al., 2005]
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have been explored, showing different results. When
the growth of the recommendation system is consid-
ered, the Preferential Attachment strategy has been
recently proposed [Huang et al., 2005], but with-
out much consideration within music technology
community.

In this paper, we wish to go deeper into the
idea of applying preferential attachment to a recom-
mendation system: after defining a base algorithm,
we study the effect of time in the network evolu-
tion, and find a better approximation to evaluate
the users’ tastes.

2. Preparing the Ground

The item-based strategy [Sarwar et al., 2001; Wang
et al., 2006] is one of the most popular in recommen-
dation systems: it presents interesting advantages,
like short computation time and low sensitivity
to network sparsity. Since it is a very extended
method for recommendation, we will choose this
algorithm as the ground to compare with any other
results.

The basic idea behind an item-based strategy
is to look into the set of items related with the tar-
get user, to compute the similarity of these items
with others in the network, and select the most
similar (see [Sarwar et al., 2001] for details). For
this purpose, a cosine-based similarity is commonly
used. For each item, a vector of length N is cre-
ated, N being the total number of users. The vec-
tor accounts for the relation between items thanks
to user choices: for example, if the nth element of
the vector has a value of 1, it means that the user

number n has selected that item (or 0 otherwise).
In some datasets, moreover, each element can rep-
resent the rating of a given user for an item: e.g.
a value between 1 and 5. After creating those vec-
tors, the similarity between two items i and j is
defined as:

sim(i, j) = cos(i, j) =
i · j

|i| · |j| . (1)

In this paper, we will only use this measure
of similarity, for being well-known and easy to
implement; nevertheless, other ways to calculate
this characteristic have been developed in the past:
the Correlation-Based Similarity (by computing the
Pearson-r correlation) and the Adjusted Cosine
Similarity [Sarwar et al., 2001].

We have used two datasets in our experimen-
tal study, each one with different characteristics, to
analyze different backgrounds and compare results.
The first dataset is the collection of ratings of Net-
Flix [Netflix], a web page of movie renting where
users can also evaluate movies (from 1 to 5). In
order to work with a network of simple (unweighted)
connections, we filter ratings different from 5 (the
highest mark), so that we only keep users connected
with their top-rated movies. The result is a set of
17 770 items (movies), 2.6 millions users and more
than 23 millions of operations (links).

The second dataset is obtained from Art Of The
Mix [AOM]. In this network, we have 90 000 users,
472 000 items (songs, in this case) and 1.3 million
links. The Art Of The Mix is a project started at the
end of 1997 and consists of a web site where users
upload and interchange playlists of their favorite
music. The songs of a playlist, somehow, fit in those
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Fig. 1. Degree distribution for (a) items (i.e. movies) and (b) users in the NetFlix dataset.
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lists, even though they do not need to belong to
the same country, decade or musical genre. In this
way, a certain connection results between songs of
a certain list, whose origin is based on the musical
taste of the playlist’s author. Both datasets share
the same structure: each line of the network file
includes a connection between a user (specifically,
the ID of the user) and an item (again, an anony-
mous ID defining the item), and also the timestamp
of the connection.

Once networks are defined, it is worth noting
that the size of the present datasets is much higher
than previous results in other networks, like [Huang
et al., 2005a], where 10 000 items and 2000 users
where considered, or [Huang, 2006] with a dataset
close to 40 000 items.

Concerning the network structure, we can
observe in Fig. 1 that the degree distribution (i.e.,
number of connections) of both users and items
have a power law decay at their tails, a fact
that indicates that both networks are scale-free
[Barabsi & Albert, 2000].

3. Preferential Attachment

The initial step to improve a recommendation algo-
rithm by taking advantage of complex networks the-
ory is to use the concept of preferential attachment.
First introduced by Barabási and Albert [1999], the
preferential attachment has become a paradigmatic
growth algorithm in order to explain the structures
and evolution of social networks.

The main idea in [Barabási & Albert, 1999] is
that nodes with higher degrees (i.e. with more links)
acquire new links at higher rates than low-degree
nodes; the probability that a link will connect a
new node j with another existing node i is linearly
proportional to the actual degree of i:

p(j → i) =
ki

N∑
j=1

kj

(2)

where ki is the degree of node i and N is the total
number of nodes. When defining a recommendation
algorithm, this is equivalent to suppose that a given
user has a higher probability of selecting a popu-
lar item than an unknown one. Intuitively, it may
be clear that in some cases it will be right: every
time the algorithm is applied to a selling system,
where goods being sold depend on trendiness, items
that are well-known will have a higher probability
of being bought. Nevertheless, there can exist cases

where the popularity of an item, or the existence
of a certain fashion, does not affect the creation of
new links, and users make their choices only follow-
ing personal criteria.

As we will see, both considerations should
be taken into account and some kind of balance
between them should also be included. Another
interesting point is that the initial dataset con-
sists of a bipartite network [Newman, 2003] with
two different kind of nodes, users (people) or
items (movies/songs). The bipartite network could
be projected in two different networks; one with
users being the fundamental nodes and other with
movies/songs being the nodes. Nevertheless, both
projected networks disregard part of the informa-
tion when they are considered independently and
we should define a way of accounting for all the
information within the dataset.

At this point, let us explain the way of imple-
menting a preferential attachment strategy in our
recommendation algorithm, i.e. an algorithm that
favors the recommendation of the most connected
items. The procedure can be summarized in four
steps:

• First, we define a distance between a target user
and any other user. As in the case of items, a vec-
tor is created for each user, accounting for his/her
selected items. The vector has length M which
corresponds to the total number of items, and it
will have a value of 1 at position m if the mth item
has been chosen by the user. Next, the cosine-
distance dis (j) with respect to the target user is
calculated, and values are stored in a linear array:

dis(j) = cos(i, j) =
i · j

|i| · |j| (3)

where i is the target user, and j is the other user
of the network. As before, other measures can be
chosen, but this particular one has been selected
for simplicity.

• For each item l of the network, we define a com-
patibility value comp(l, user) between an item and
the target user, which is calculated as the sum
of the closeness of users related with that item;
closeness is defined as 1 − dis:

comp(l,user) =
∑

j

(1 − dis(j)) (4)

where l is the item, and j accounts for users that
have connections with l.

• Finally, items are ordered according to their
compatibility, in descending order. Items in the
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beginning of the list are the more compatible, i.e.
more suitable for recommendation. In this way,
items at the top of the list are the best for the
target user, and should be submitted to his/her
attention.

Note that within this context compatibility is
related to how good an item is for a target user
according to his/her tastes and to the network cre-
ated with other users. The value of compatibility
is bounded in the range 0 ≤ comp ≤ ∞. As we
are summing up (1 − dis) other users connected
with that item, the result considers the size of the
community of users with the same tastes (and, of
course, users who have bought the target item). The
bigger this community is, the higher the similarity
between our user and the community, which leads
to an increase of the compatibility.

Two important features of this approach need
to be explained in detail. First of all, this scheme has
a very small calculation time; the most expensive
operation, i.e. the calculation of distance between
users, is executed only one time: this leads to a com-
plexity function of O(m), where m is the number
of users. On the contrary, for the basic item-based
scheme, the algorithm should calculate the compat-
ibility between an item and each one of the items
connected to the target user. This is equivalent to
carry out this calculation u times, where u is the
number of items related with the target user; or,
in other words, O(l · u), with l being the number
of items. As a result, the computational cost of the
basic algorithm is up to 100 times worse for the
NetFlix dataset: of course, this point is an impor-
tant feature when working with large datasets and
real-time recommendations.

Second, unlike the basic algorithm, now we see
that the global score (the measure of the quality of
the recommendation) of an item depends on how
many users have a connection with it: for each one
of these connections, its compatibility value (i.e. the
compatibility between the selected and the target
users) is summed up, and the result of the sum is the
global compatibility of that item. This means that
an item with many links will have a higher compat-
ibility value than another item with only a few links
(because of the higher quantity of values summed
up), which is the basis of preferential attachment:
the more connections, the more the probability of
being chosen by another user. On the other hand,
not only the number of links is considered if an item
is well-known, but it is far from the tastes of the

target user, its total compatibility will be small, and
that item will not be recommended.

4. Aging Effect

4.1. Trendiness in real networks

As explained before, it makes sense that preferential
attachment may improve the quality of recommen-
dations when the underlying network has a strong
trendiness component, where trendiness is the pref-
erence of a user for items with high popularity: in
the case of customer datasets, buying items in an
e-store, as the NetFlix dataset, the more an item
is known, the more it is likely that the item will
be chosen by the target user. Up to now, all data
previous to the prediction date have been consid-
ered. Except in some works like [Song et al., 2006] or
[Herlocker et al., 2004], this has been the traditional
approach, since it is a generalized opinion that the
more data used in calculation, the better is the
result. Nevertheless, trendiness of an item greatly
depends on time: one item can have a high popu-
larity at a time t0, but it can lose all interest after
a certain time t1. This fact is schematically plotted
in Fig. 2. The left plot shows a hypothetical evolu-
tion of the number of new links of an item A (i.e.
the derivative of its instantaneous degree): at time
t0 this item has a high probability (i.e. consider-
able popularity in a given moment, with many new
users connecting to it), while close to t1 its number
of new links decreases. On the other hand, item B
has an overall lower degree, but a greater instan-
taneous degree close to time t1. It is important to
note, that item A has a higher number of connec-
tions if we consider the global data, while B wins in
instantaneous degree after time t1. A simple recom-
mendation algorithm, like the one exposed before,
would consider all data of the network, resulting in
a greater probability for item A; nevertheless, if we
want a real-time suggestion, e.g. just after t1, the
recommendation algorithm should be advantageous
to B.

The example above explains the importance of
the link aging: when the global network is used in
calculations, many data that are not strictly neces-
sary are included; sometimes, that unwanted data
can lead to mistakes, and in addition they always
increase the calculation time.

In Fig. 3 we represent how the instantaneous
degree of all items which takes into account the
number of new links per day. We can see in the inset
of Fig. 3(a) an example of the instantaneous degree
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Fig. 2. Qualitative example of the degree evolution for two items, with the ordinate axis indicating new links nl acquired at a
given time. If a recommendation would be done at t1, item on the left (A) has a higher global degree (which would correspond
to the area of the nl = f(t) function), while item B has a higher acquisition rate.
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Fig. 3. Global degree evolution for (a) NetFlix and (b) Art Of The Mix networks: the central point represents the moment
of greatest degree of every item. In the insets, we plot the instantaneous degree of an example item for each network; note
that in (b), the degree does not show a clear peak: the mean degree evolution for that network is therefore flat.

evolution for a given item. In order to account for
the whole dataset, we add the instantaneous degree
of all items, which are aligned at their absolute max-
ima. Figure 3 shows the results for both networks.
For the NetFlix dataset, a great peak is observed,
with the degree value increasing and decreasing
monotonically around the central point: from the
aging point of view, it means that, first, there is
a certain correlation time in the process of achiev-
ing the highest popularity, and second, popularity
depends on time, and therefore, we must take it

into account at the moment of recommendation of
an item.

The opposite case is Art Of The Mix, where
the level of the instantaneous degree for the whole
dataset is nearly constant, with only a central delta-
shaped peak. In fact, the central peak is an artifice:
since we align all items at their absolute maxima,
we will always have the highest value at time zero.
Nevertheless, the flat spectrum of the rest of the
series indicates that fluctuations of the instanta-
neous degree are filtered when considering all items.
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The absence of correlation in the degree evolution
indicates that the relation between users and items
does not depend on time, as we do not observe
a transaction-like structure, and that trendiness is
not fundamental in order to explain the network
growth: aging should not help in improving results.

4.2. The cut-off time

Starting from the above considerations, we define
an improvement of the basic preferential attach-
ment algorithm: before calculating the result, the
network is filtered to include only data (i.e. links)
enclosed in a time window. We assign a cut-off time
d to the window, and for a given time t1 and a tar-
get item, only links within the window t1 and t1−d
are considered.

Results of applying aging-based filtering to
both networks are shown in Figs. 4 and 5 (Net-
Flix), and 6 (Art Of The Mix). In order to evalu-
ate the recommendation algorithm we compute the
score of the predictions, which will be explained in
detail in the next section. For the time being, the
score must be taken as an indicator of the quality
of the recommendation. As expected, thanks to the
strong trendiness in the NetFlix dataset, the cut-
off dimension of the window results in an improved
score. Obviously, when the window is too small,
there is not enough information to perform a good
recommendation and the score decreases. On the
other hand, when applying an aging filtering to
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the Art Of The Mix network we do not obtain an
improvement of the score (see Fig. 6): as there is
no correlation in the evolution of the instantaneous
degree, the reduction of the time window excludes
important data from the analysis, and therefore the
score decreases.

When network growth is based on rules that
are equivalent to preferential attachment, an impor-
tant improvement in recommendation results can
be achieved; we go from the 0.924 of the item-based
algorithm, to 0.933 of the preferential attachment
algorithm without aging, and finally to 0.939 when
link aging is considered. Although, according to the
score, this improvement is only of 1.5%, it has great
relevance from a commercial perspective: in fact,
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due to the great quantity of items in the dataset,
small variations in the score lead to significant vari-
ation in the user perception of the effectiveness of
the algorithm. At the same time, calculation time
has been optimized: when window size is small,
there is less information to be processed and the
recommendation speeds up. For example, for a time
window of 120 days, the mean number of transac-
tions that has to be analyzed is around 25% of the
whole dataset, which means a computational cost
reduction of more than five times. Moreover, we
have previously seen how a user-based strategy is
more efficient that an item-based one: once again,
the speed of the new algorithm is more suitable for
real-time implementations.

4.3. Score calculation

In the previous section, we have used a score
value to compare results coming from different algo-
rithms: it is time to explain how it is calculated, and
moreover, why we have used this strategy.

When we evaluate a recommendation system,
we randomly choose a target user and a target item
already selected by this user: that item should be
recommended by the algorithm for the given user,
using only data prior to link date and time. No
restriction is applied to links position: it can be at
the beginning of the dataset (thus, only a few data
can be used), or it can be at the end (improving the
amount of information available, but also increasing
the computational cost). The recommendation algo-
rithm returns a list of items, ordered by compati-
bility, so that the items on the top of the list should
be the best for the target user.

The Score value is simply calculated as a func-
tion of the position of the target item in that list:

Score = 1 − Positem
#items

The more the target item is in the upper part
of the recommendation list, the more score approx-
imates to 1.

In the past, other algorithms have been defined
to check the performance of recommendation algo-
rithms, and some of them (e.g. MEA, RMSE
or Precision/Recall/F-measure [Herlocker et al.,
2004]) are often taken as standard measures. As
an example, in [Huang et al., 2005] a great part
of the dataset is used for training the system, while
the last part is the testing period; using data of the
first set, the algorithm should generate a ranked

list of recommendations for each user, and the qual-
ity of the recommendation system is then measured
using the number of hits and their position in the
ranked list. This method of evaluation is not suit-
able when preferential attachment is used, and even
more when an aging effect is applied, due to the
fact that time has a great influence in calculations.
When we choose a time t0 and a given user for eval-
uating the recommendation, all data related with
item’s rank depend on t0. If an item i is a hit at a
distant time t1, let us say t1 � t0, we should disre-
gard that result.

5. Links Weight

Finally, let us mention some details about the
link heterogeneity. When defining recommendation
algorithms, links between users and items are nor-
mally identical, and the network is defined as
unweighted. In our case, we have a parameter that
can be used to discriminate the importance of each
connection: the age of that link.

For a given link, we can assign a weight that
is defined as a function W of the number of days
passed since its creation. Although any function can
be used for this purpose, we have chosen a piece-
wise linear function, that can be tuned by two para-
meters α and β:

W (i) =




1, ai > β

1 +
β − ai

β
α, ai ≤ β

(5)

where ai is the age of the link. In this way, we mod-
ify the compatibility of a given item l, which now
reads:

comp(l) =
∑

j

(1 − dis(j))W (j → l) (6)

where (j → l) is the link connecting user j to item l.
The parameter α represents the relative impor-

tance of recent links with respect to older ones;
according to Eq. (5), a link that is created the same
day (i.e. ai = 0) would have a weight of W (i) =
1 + α, while an old link would have W (i) = 1.
The value of W (i) decreases linearly with time from
W (i) = 1 + α when ai = 0, to W (i) = 1 when
ai = β. Therefore, β is the maximum number of
days for an item to be weighted more than the unit.

The obtained score for different values of α and
β on the NetFlix data collection is shown in Fig. 7.
A maximum is detected around β = 20 for different
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α, while large values of β lead to a reduction of the
score. This behavior is expected since high values of
β are equivalent to increasing the importance of old

links, a fact that is not favorable for a preferential
attachment strategy. On the other hand, low val-
ues of β are equivalent to include only very young
links, excluding a great quantity of information, and
decreasing the score value.

6. Let Us Recommend

In order to better explain how preferential attach-
ment algorithm works, we report an example of rec-
ommendation for the NetFlix dataset. The target
user, randomly chosen, is the user number 658088,
and the item that is going to be chosen at the next
time step is item number 872 (for privacy). Target
user has links with 24 other items at the moment
of the recommendation.

First, we calculate the score using the basic
algorithm, which only considers the cosine-distances
between items. After computing the ranking,
ordered by compatibility, we obtain the following
items in the first positions:

Item (1st) 7843 (2nd) 5085 (3rd) 11 038 (4th) 14 241
Compatibility 0.16734 0.14864 0.14591 0.14381

Target item is in position 830, with a compat-
ibility of 0.04993: that is, we get a score of 0.95329
(Score = 1 − 830/17 770, where 17 770 is the total
number of items) for this case.

Next step is executing the preferential attach-
ment algorithm with aging on the same user and
item. The dimension of the window d used for data
filtering can have different values, and for each value
the results obtained (i.e. number of connections of

the target user, rankings, score) are different. To
show an example, we set the time window to d = 70
days. In this case, after filtering the dataset, we
have only 2.26 millions operations (about ten times
less than the original data), and the target user has
three more links to other items. Target item 872 is
connected with 198 users in that interval of time,
and their compatibility ratings of the target user
are the following:

User (1st) 698 478 (2nd) 2 081 171 (3rd) 1 558 760 . . .
Compatibility 0.04352 0.06337 0.05803 . . .

Summing up all 198 values, we obtain a total compatibility of 14.69987, which is greater than the one
obtained with the basic algorithm: this is because we are summing up hundreds of values, so the system
must work with wider ranges. For this value of d, the ranking obtained starts with the following values:

Item (1st) 13 728 (2nd) 14 240 (3rd) 2782 (4th) 11 521
Compatibility 756.14 165.59 160.98 146.96

Target item is at position 357, that represent a score of 0.9799: comparing the result of the item-based
algorithm, target item climbed 515 positions.



March 23, 2009 9:30 02312

Preferential Attachment, Aging and Weights in Recommendation Systems 763

Scores obtained with different values of d are shown below:

d 30 50 100 140 180 ∞
Score 0.87530 0.97794 0.97766 0.97535 0.9740 0.97840

Although in this example a higher value of d
(i.e. the dimension of the cut-off window) is related
with a higher score value, this is just a single case:
for the whole dataset, the best value of d is the one
shown in Fig. 4. That value of d is the mean result
of the dataset, which is not excluded from stochas-
tic fluctuations. The forces inducing these variations
and the connection with some user characteristics
still remain unclear, and will be the subject of future
works.

7. Conclusions

In recommendation systems, it is a common opin-
ion that the larger the dataset, the better the result
will be. In this paper, we show that in certain cases
this reasoning is not true. When recommendation
systems refer to networks with strong trendiness
component, a preferential attachment strategy can
improve results, while at the same time, smaller
computational cost is required. This fact is due to
the aging of the existing information, which can be
crucial in certain kind of networks. We demonstrate
that, when fashion or trends are present in the evo-
lution of a given network, the age of the links must
be taken into account when developing a recom-
mendation algorithm. Moreover, we have seen that
weighted links, based on its age, are suitable for
discriminating between recent and old information,
increasing the quality of the prediction in trendiness
networks.
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