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Definition

Network theory is a branch of mathematics concerned with the analysis of the structure of graphs,
the mathematical abstraction of networks. Since the beginning of the twenty-first century, it has
become an applied discipline due to the availability of large datasets for social, technological, and
biological systems. Although network theory was initially restricted to topological analysis, it has
soon become a tool for understanding the emergence, functioning, and evolution of networks and the
dynamical processes occurring on them. The application of network theory to neuroscience and,
more specifically, to the analysis of brain structure and function represents a qualitatively different
view of brain activity and brain-behavior mapping, shifting from a computerlike to a complex
system vision of the brain, where networks are endowed with properties which stem in a nontrivial
way from those of their constituent nodes. The network approach allows addressing an entirely new
set of issues, such as detection and description of modularity and hierarchical structure, evaluation of
efficiency and vulnerability, and structure-function relationships in healthy brains and disease.

Detailed Description

Background

The brain can be understood as a network of cells forming a massively parallel system, organized to
carry out three major functions: computation, information transport, and communication among
computational structures.

Brain tissue can be separated into gray matter (neurons) and white matter fibers connecting
neurons (axons and dendrites). The human brain consists of roughly 10'°~10"" neurons. Each
neuron has approximately 10* synapses, which directly connect it to other neurons. The total wiring
in the human cortical gray matter is of the order of 10°~10° km, resulting in an overall neuronal
potential bandwidth of the order of the terabit/second. Furthermore, the brain performs an estimated
10" synaptic operations per second, but only consumes around 12 W, thus achieving an operation/
joule ratio several orders of magnitude higher than the fastest available microprocessors (Sarpeshkar
1997).
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On the other hand, powering the human adult brain accounts for ~20 % of resting energy
consumption (~60 % in infants). Neuronal signal transmission through axons and synapses accounts
for about 50 % of the brain’s overall consumption (Laughlin and Sejnowski 2003), and due to the
dense interconnected structure of its axons and synapses, the cortical gray matter uses more than
75 % of total energy consumption for signaling. The energy supply limits both the total size and the
amount of information that can be transmitted within the brain at a time.

The brain achieves these impressively high levels of computational efficiency by adopting
energy-efficient architectures, involving trimming of superfluous signals and the representation of
information with energy-efficient codes, resulting in appropriate distribution of the signal in space
and time (Laughlin and Sejnowski 2003).

Brain Anatomy and Functional Activity

Human brain anatomy is characterized by networks of coupled neural systems across many spatial
scales. Vertical structures divide the cortex into six main layers, within which basic computational
units can somehow heuristically be defined as minicolumns, consisting of dense local interconnec-
tions between excitatory cells and inhibitory interneurons. Couplings between these local regions
arise through sparse long-range excitatory projections, such as cortico-cortical fibers. These cou-
plings facilitate large-scale integrative processes involving coordination between specialized
networks.

Functional brain activity consists of transient episodes of synchronized/desynchronized activity
between different parts of the brain (Breakspear 2002). Synchronization may facilitate integrative
functions, by transiently binding together spatially distributed neural populations in parallel net-
works during sensory perception and information processing (Singer 1995; Miltner et al. 1999).
Desynchronization may allow the brain to flexibly switch from one coherent state to another
(Rodriguez et al. 1999). Asynchronous (nonlinear) couplings may also play an important role in
functional integration, facilitating the creation of transient context-sensitive coherent neural assem-
blies between distant brain regions (Friston 2000).

Brain Connectivity

A network representation arises naturally both for the brain’s anatomy and its functional activity.
Brain networks can be defined at different scales, from the micrometer scale to the millimeter or
centimeter scale of system-level neural assemblies, corresponding to the spatial resolution of the
brain imaging technique used to define them.

For anatomical brain networks, it is straightforward to identify nodes as neurons or cortical areas
and edges with axons or fiber tracts. On the other hand, when considering functional connectivity,
networks are defined where edges correspond to correlated activity at different brain regions.
Finally, effective connectivity can be associated to networks with directed edges whenever activity
at one node modulates activity at another node (Sporns et al. 2004).

The classical approach to brain connectivity reflects the two basic ingredients of early neuropsy-
chology: localization of cognitive function into specialized brain modules and the role of connection
fibers in the integration of various modules. Thus, the emphasis is on the identity of the particular
nodes and links forming the networks, under the covert hypothesis that each node and each link
provide a unique contribution to the structure and function of the brain. The general model is that of
a computerlike box-and-arrow one: by and large, computations are carried out within nodes, with
links essentially working as pipes in a hydraulic system. Connectivity analysis is typically used to
validate simple models of a given aspect of brain activity, and networks with only a few nodes and
links are considered. The overall meaning of a given network can be traced back to the sum of its
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parts: an interpretation of a given connectivity pattern is in general proposed based upon the precise
identity of its constituents’ properties and on their known properties.

The Complex Network Approach

Over the last decade, brain structure and function have started been investigated using complex
network theory (Boccaletti et al. 2006; Newman 2010), a statistical physics approach to an old
branch of pure mathematics: graph theory.

Graph theory studies the properties of the formal mathematical structures called graphs, which are
representations of a set of objects where some pairs of objects are connected by links. Complex
network theory focuses on how real networks are organized and aims at identifying the guiding rules
behind observed structures and dynamics of observed networks. For instance, nodes and links can
both be endowed with dynamical properties and resulting collective behaviors such as synchroni-
zation can be investigated. It is also possible to study processes using the network as their support.

The way nodes and links are connected is associated with a great number of topological and
dynamical properties at all scales, from that of the node to that of the whole network, which
eventually allow neuroscientists to address many hitherto unaddressed issues.

Behavioral dynamics and its transitions are naturally described in terms of rewiring processes and
the evolution of quantifiable network properties. Thus, network theory endows brain scientists with
a potentially very high number of associated metrics of brain structure and activity, and brain
organization receives a quantitative characterization. Moreover, it allows finding similarities and
differences in the organization of neural networks, in spite of considerable variability in size and
surface shape of individual brains.

The complex network approach represents a qualitatively different view of brain activity and
brain-behavior mapping. The brain is understood as a complex system, where relationships between
a great number of constituent parts give rise to collective behaviors. The spirit of the statistical
physics approach hinges on an understanding of observed network properties as macroscopic
phenomena resulting from microscopic interactions among a great number of individual compo-
nents. Thus, in this approach, the identity of nodes and links is somehow lost. The network, rather
than well-specified nodes or links, is endowed with specific properties. In general, these network
properties are not easily traced to their single nodes and links; rather, they emerge from the statistical
properties of their components.

With respect to prior connectivity methods, the complex network approach presents a range of
distinctive advantages: first, it affords a multiscale characterization of the brain’s organization. Not
only does network theory provide a description of network properties at microscopic, mesoscopic,
and macroscopic scales, but it also naturally describes the relationship across these scales. Second,
it allows handling complex relationships between brain structure, dynamics, and function. Third, it
allows studying the brain as a biophysical machine and investigating a wide range of aspects of
mechanistic brain functioning, including efficiency, resistance to failure, and synchronizability,
which could not directly be addressed with connectivity techniques alone. Not only does network
theory afford a quantitative description of directly observed states, but it also allows appraising the
functional potential of healthy brains and the extent of the damage of those suffering from
neurological or psychiatric pathologies.

Complex network theory therefore achieves three main objectives:

1. Singling out important anatomical and functional brain components
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2. Characterizing general organizational principles of brain structure and function and as
a consequence validating models of anatomical and functional brain organization, development,
and pathology, as well as of cognitive function

3. Characterizing the brain, both anatomically and functionally, as a complex biophysical system
whose constructive rules are subject to energetic constraints

Tools

What Is a Complex Network

A network consists of a group of N nodes (or vertices) connected through a set of L links (or edges).
Graph theory focuses on the statistical properties of networks, mainly from a theoretical perspective.
Complex network theory describes the analysis of real networks and the ways topological structure
determines the dynamical processes occurring in networks. Most real networks have an organization
that is neither regular nor random. Complex network theory studies the laws that govern network
topology and dynamics, the rules that lead to the formation of these nonrandom patterns, how
topology influences the dynamics on top of the network, and the interplay between dynamics and the
evolution of the network structure (Boccaletti et al. 2006; Newman 2010).

Building a Brain Network

The projection of experimental data onto a network is one of the most delicate steps in the
application of network theory to the analysis of biological data. Both the nature (anatomical or
functional) and the scale of observation constrain the way networks are reconstructed. The exper-
imental technique used to record brain activity determines the size of the network and, ultimately, the
information that can be extracted from it. Important methodological aspects of brain network
reconstruction and possible pitfalls are still a subject of debate (Bialonski 2012; Zanin et al. 2012).

Brain networks can be classified into three main types: anatomical, functional, and effective
networks.

Anatomical networks refer to the physical connections between neuronal elements, ranging
from synapses between neurons to the grid of bundles between regions of interest (ROIs). We can
define an anatomical network of connections at the scale we are interested in (or the scale given by
experimental limitations): neurons, cortical columns, ROIs, or any parcellation of the brain with
significant meaning. There exist different experimental techniques to trace the anatomical network
of connections, which rely on both the scale and the organism being studied. For example, electron
microscopy allowed extraction of the complete set of connections between neurons of the nematode
C. elegans (White et al. 1986), the only living system whose nervous system has been fully mapped
(Varshney et al. 2011). More recently, micro-optical sectioning tomography (MOST) has also
revealed the connectivity of a mouse brain (Li et al. 2010). Both the anatomical networks of the
cat (Scannell et al. 1999) and the macaque (Felleman and van Essen 1991) cortex have been
extensively studied thanks to the data obtained from different histological studies, leading to
a complete cortico-cortical network of N = 53 cortical regions and L = 650 connections in the
cat (Scannell et al. 1999) and the reconstruction of the macaque visual area (N = 32 and L = 305)
(Felleman and van Essen 1991). Diffusion tensor imaging (DTI) (Iturria-Medina et al. 2007; Gong
et al. 2009) allowed reconstruction of the human brain anatomical network, with the limitation of
inferring the fiber bundle orientation. The use of diffusion spectrum imaging (DSI) has overcome
this constraint (Hagmann et al. 2008) allowing an anatomical reconstruction of the human brain
anatomical network formed by up to N ~ 7,000 nodes and L ~ 100,000 links (Hagmann et al. 2007).
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Although the anatomical networks provide a substrate for the dynamical processes occurring on
them, they are not necessarily linked to the functional activity occurring between different brain
regions. Anatomical and functional networks may differ depending on the specific cognitive process
that an individual is carrying out: while at short time scales the anatomical network is essentially
static, the functional network associated with the execution of a cognitive task is inherently
dynamical.

Functional networks account for the neurodynamical interactions between neural regions.
Functional connectivity measures statistical interdependence between the dynamics of all pairs of
the network nodes without taking into account causal effects. The more correlated the activity
between two regions, the higher the weight of the functional connections between them. Note that
despite the fact that functional connectivity requires the existence of an underlying anatomical
connection, both functional and anatomical networks do not necessarily need to resemble each other
(as the map of road connections does not necessary reveal the traffic moving through them). As we
will see, functional networks share common features between them, despite the fact that each
network is task dependent.

There are different ways of measuring brain dynamics in order to later extract a functional
network. Electroencephalography (EEG) and magnetoencephalography (MEG) measure, respec-
tively, the electric and magnetic fields created by the neuronal activity. Despite high temporal
resolution (in the order of milliseconds) in both techniques, the spatial resolution is low (several
centimeters) which leads to a poor reconstruction of the real dynamics of the brain. In addition,
recordings are extracranial in both methodologies, which leads to problems of volume conduction in
the case of EEG and common sources in MEG. Functional magnetic resonance imaging (fMRI) on
the contrary, which monitors the brain activity by measuring the blood oxygenation, leads to a high
spatial resolution (~ millimeters) paying the price of temporal resolution in the order of seconds.

Nevertheless, one of the main drawbacks of functional networks is the lack of directionality of
their links. The fact that correlation does not imply causality leads to the necessity of defining an
additional kind of brain networks. Effective networks, which are constructed from the analysis of
the dynamical response of different brain sites, assign directionality to the links based on causality
analysis (Biichel and Friston 2000). This kind of networks is the most mathematically demanding
(Stephan and Friston 2007) but also the most accurate approximation to evaluate the real relations
between brain sites.

Definitions and Notations

Tables 1 and 2 summarize the main node and network parameters, together with their mathematical
definitions and the underlying concepts. Table 1 contains those parameters that concern to the node,
although averaging over the whole network would lead to the extension of the parameter to the
network level. Table 2 contains those parameters that only apply to network as a whole.

Important Parts of the Network

Degree and Strength Distributions

The degree k of a node simply accounts for the number of connections a node has. The degree
distribution p(k) of a network refers to the probability of finding a node i with a certain number of
connections k. When links are directed, the degree distribution is split into two: the in-degree
(incoming links) and the out-degree (outgoing links) distributions. If links have a certain weight,
then the degree distribution is transformed into the strength distribution s(i), being the strength of
anode, the sum of'its links” weights. The degree distribution is a delta function in the case of regular
networks and a Poissonian distribution when networks are completely random. Nevertheless, real

Page 5 of 21



Encyclopedia of Computational Neuroscience
DOI 10.1007/978-1-4614-7320-6_713-1
© Springer Science+Business Media New York 2014

Table 1 Mathematical definition of the most significant node parameters. It is possible to translate the majority of these
metrics to the network level by simply averaging over the all nodes of the network. See (Rubinov and Sporns 2010) for
the adaptation of these parameters to weighted networks

Node
parameter Mathematical definition Underlying concept
Degree k(i) k(i) = Zaif The degree accounts for number of links a node has.
and strength jeN The strength is the sum of weights w;; of the links
s(i) s(i) = ZWU arriving at a certain node (Amaral et al. 2000;
JEN Newman 2003)
where a; = I if nodes 7 and j are connected and
a; = 0 otherwise. w;; corresponds to the weights of
the links in case they are considered
Outreach o(7) o(i) = Z Liw; Sum of the link’s weight w;; multiplied by the link’s
JjeN Euclidean length /; (Buldu et al. 2011)
where /;; is the length of the link between nodes
iand;j
Eigenvector e.(i) = Z e.(f) A measure of node importance that takes into
centrality Jer i) account the importance of the node’s neighbor. It is
e.(i) V(i) being the set of neighbors of node i equivalent to the eigenvector associated with the
largest eigenvalue of the connectivity matrix
(Newman 2010)
Shortest path Given two nodes i and j, the shortest path d;; is the Computes the minimum number of steps to go from
d minimum number of nodes to be visited when one node to another (Newman 2010)
going from i to j
Clustering  C(i) = % It is related to the percentage of neighbors of
C@) where Lil ié the number of links between neighbors 2 certain node that, in turn, are neighbors between
of node i them (Watts and Strogatz 1998). There exist other
metrics that quantify the node clustering (Newman
2010)
Node b(i) = Z "/k_(l) Accounts for the number of the shortest paths
betweenness P " between any node j and k& of the network that cross
b(i) where nj is the number of the shortest paths node i (Newman 2010)
between nodes j and k and n;(7) is the number of
these paths that go through node i
Within- 2(i) = falm)=klm) Measures the importance of a node inside its
module Tk(m) o community (Guimera and Amaral 2005)
degree z(i) where k,-(m,—) is the degree of node i inside 1t§
community and k(m;) and oy, are, respectively,
the average and the standard deviation of the degree
inside the community
Participation N1 k(m)\ 2 Evaluates the percentage of links that a node has to
coefficient (i) = Xm:( i ) other communities (Guimera and Amaral 2005)
p() where k;(m) is the degree of node i inside
community m
Local Computed as the global efficiency of the Accounts for the inverse of the shortest path of the
efficiency subnetwork F(i) containing all neighbors of node neighborhood of a node i when node i has been
Ei) i (see definition of Global Efficiency in Table 2)  deleted. It is a measure of local resilience (Latora

and Marchiori 2001)
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Table 2 Mathematical definition of the most extended network parameters. These parameters only have a meaning
when analyzing the network as a whole. There exists a translation of all of them to weighted networks (Rubinov and
Sporns 2010)

Network
parameter Mathematical definition Underlying concept
- 5 . .
Assortativity L*‘Zj,-kif {L" Z‘% (/,-+k,v)} Quantifies the degree cqrrelahon .of the whole
= i i ; network. Assortative (disassortative) networks
Lflzi%(j[z%z)_ [L"Z,-%Oﬁkt)} are those with positive (negative) degree

where — 1 <r <1 andj; and k; are the degrees of correlations (Newman 2002)

the nodes at the end of the iy, link, withi = /.. .L

Small-worldness g — % 5ran It evaluates the ratio between the normalized

S being C(d) and Crp (deany), Tespectively, the network clqstering and the norma}‘ized shortest”
clustering (shortest path) of the network and its path. The hlghest the S, t he more “small world
randomized version the network is (Humphries and Gurney 2008)
Synchronizability ; = ’;_\ (class III) It is related to the stability of the synchronized
rand Iy (CfaSS n) state of the network. The dynamical system and
where /, and J are, respectively, the second the kind of coupling determine the class (I, I, or
smallest and the largest eigenvalues of the IIT), which is related to the ability of the system to
Laplacian matrix L = K — A, with K being synchronize (Boccaletti et al. 2006)
a diagonal matrix containing the degree of the
nodes and A the adjacency matrix
Global efficiency E, = m Z i Measures the harmonic mean of the inverse of
E, iz the shortest paths between all nodes of the
where d; is the shortest path between nodes network (Latora and Marchiori 2001)
iandj
Modularity O

Nu
L dy . .. .
0= E [z‘ - (ﬁ network into communities by comparing the
s=1 ) density of links inside each community with that
where [ and d are, respectively, the number of . . .
s ) obtained in an equivalent random network
links inside community s and the average degree (Newman 2006)

of the community. N,, is the total number of
communities inside the network

)2] Evaluates how good is a given partition of the

networks show a diversity of degree distributions, with the majority of them being broad, with long
tails. Additionally, in many cases, they can be described with a power-law decay (p(k) ~ k= ")
(Newman 2003). In the case of the brain, different kinds of distribution have been reported
depending on the spatial scale at which the system is analyzed, since the scale determines the
number of nodes N and links L of the network which, in turn, constrains the width of the degree
distribution. In cultured neural networks, the fact that neurons primarily connect through a random
process leads to exponential distributions (Shefi et al. 2002). This kind of distribution is also
reported in the in-degree and the out-degree of the anatomical connections of C. elegans nematode,
the only living system with a whole reconstruction of its neural network (Amaral et al. 2000).

In human brain networks, the degree distribution strongly depends on the experimental technique
used to acquire the data, the scale at which the system is observed, and the nature of the network that
it is being analyzed (anatomical, functional, or effective). Hagmann et al. (2007) showed, by means
of diffusion MRI, that a reconstruction of the anatomical brain network into 66 ROIs led to a degree
distribution with an exponential decay. Later results (Hagmann et al. 2008) showed that though not
having a power-law decay, a small group of hubs exists in both the degree and strength distributions.
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These functional hubs have high betweenness centrality and act as connectors between the main
structural modules.

If we take a look at functional networks, the diversity of degree distributions increases. Eguiluz
et al. showed that functional brain networks obtained from fMRI data show scale-free distributions
for different tasks (Eguiluz et al. 2005) which could be related to their resistance to failure, facility of
synchronization, and fast signal processing (Lago-Fernandez et al. 2000). Van den Heuvel
et al. (2008) also reported a scale-free distribution. Nevertheless, other results showed some
discrepancies at the tail of the degree distribution, which was better fitted with an exponential
decay leading to a power-law, exponentially truncated distribution (Achard et al. 2006a).

Altogether, no unique function seems to describe the degree distribution of brain networks. The
number of nodes and links of the network strongly constrains the width of the distribution, together
with the experimental technique used to obtain the data and the task performed during the
recordings.

Network Hubs and the Rich Club
Network hubs are those nodes with higher importance in the network structure. Different measures
have been proposed to quantify the relevance of a node within a network. At a local scale, the node
degree (or strength if the network is weighted) is a good approach for identifying hubs. If we take
into account the global structure of the network, the betweenness and the eigenvector centralities are
the most widely used indicators (Newman 2010). The former is related to the number of shortest
paths that crosses a given node, while the second takes into account not only the number of
connections but also the importance of the neighbors.

The existence of hubs in both anatomical and functional brain networks has been related to
a reduction of the wiring cost of the network, since hubs behave as integrators and distributors of
information through the network when combined with a few long-range connections to other brain
modules. Several studies have focused on the identification of these hubs and their role inside their
respective community (i.e., among the nodes tightly connected to them) and as connectors between
different brain modules (Hagmann et al. 2008). The tracking of hub connectivity during aging has
shown an alteration of both its importance within its community and its participation in other
network modules (Meunier et al. 2009b). Interestingly, hub failure, quantified in terms of loss of
connectivity, has been associated with the emergence of different brain diseases (Bassett et al. 2008).

A number of recent studies investigated the interconnections between brain hubs as a potential
substrate for central integrative processes. In both the human and the macaque cerebral cortices,
a largely consistent set of brain regions termed the rich club turns out to be more densely
interconnected than expected based on comparisons to degree-preserving null models, with
a large number of short communication paths connecting two or more rich club regions to each
other (Colizza et al. 2006; Harriger et al. 2012; Van den Heuvel et al. 2012). In the human brain, the
rich club spans regions including the superior parietal cortex, the precuneus, both the posterior and
anterior cingulate cortices, and the insula (Van den Heuvel et al. 2012). The brain’s rich club appears
as a “super hub” where information converges from and is broadcast back to segregated commu-
nities and networks, allowing for integrated processing, offering a potential network substrate for the
“global neuronal workspace” proposed in recent influential theories of cognition (Shanahan 2012).

General Organizing Principles

Complex systems, of which the brain is an example par excellence, are typically characterized by
structure at and within multiple scales and by a correspondence between topology and dynamical
processes taking place on them. In the brain, it is clear that both topology and dynamics control
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function. In turn, function retroacts, possibly at much longer time scales, to optimize network
topology and brain dynamics, producing topological communities corresponding to functional
subdivisions in the brain. Complex network theory is ideally suited to extract the general rules
governing these sophisticated spatiotemporal multiscale relationships.

Assortativity/Disassortativity

Assortativity is a measure of the degree-degree correlations within a complex network. First
introduced by Newman in the context of complex networks (Newman 2002), the assortativity
parameter 7 (see Table 2 for a mathematical definition) computes the Pearson correlation coefficient
for the nodes of the same degree. In assortative (disassortative) networks, nodes of the same
(different) degree are prone to be connected, often leading to the appearance of a rich club where
nodes of higher degree have connections to each other. Hagmann et al. (2008) also reported
assortative mixing in the anatomical network of the human brain, showing that hubs are prone to
connect to each other. Functional brain networks obtained from fMRI recordings during music
listening and finger tapping were shown to be assortative (Eguiluz et al. 2005). Interestingly, the
majority of biological networks seem to be disassortative, with clusters organized around local hubs
(Newman 2010).

Motifs

Motifs are structural organizations of small size (typically less than 10 nodes) that are overrepre-
sented inside the topological structure of a complex network. Milo et al. (2002) showed that
biological networks have certain building blocks, which they called motifs, which emerge as
a consequence of an underlying function. The existence of motifs in brain networks reveals the
existence of nonrandom rules for creating local connections, and the diversity of network motifs has
been related to the enhancement of the processing capacities at the local level (Sporns and Kotter
2004; Sporns et al. 2007).

Modularity and Hierarchy

The modularity of a network accounts for the existence of densely connected groups of nodes that
lead to the formation of network communities. The detection of network communities has several
difficulties (e.g., the absence of a perfect network partition, the overlap between communities, the
coexistence of modules of different size) and has been a field of intense research during the last years
(Fortunato 2010). In addition, it is common to observe a hierarchy in the modular organization
which indicates that, at different scales, there exist different network partitions that, in turn, have
hierarchical dependencies between them (Sales-Pardo et al. 2007; Meunier et al. 2010). Detecting
and evaluating the modular structure of a brain network is a complex task, but it is mandatory since,
first, it gives information about the well-known segregated activity of the brain and, second, part of
the complexity of the dynamical processes occurring in the brain relies on the existence of network
modules (Pan et al. 2010). Interestingly, anatomical networks exhibit a modular (Hilgetag
etal. 2000) and hierarchical organization (Zamora-Lopez et al. 2010). Different community partition
algorithms of anatomical networks have shown high correlations of the obtained communities with
known functional localized areas in the human brain (Chen et al. 2008) and also allow identification
of those regions that make the structural core of the network (Hagmann et al. 2008). But the wealth
of this kind of analysis is increased when analyzing functional networks. A series of studies have
tracked the modular structure of resting-state functional networks at different ages, showing an
alteration of the connections between communities as a consequence of the aging process (Meunier
et al. 2009b). A hierarchical organization of functional communities has also been reported in the
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human brain (Meunier et al. 2009a), and it seems to indicate that the hierarchically modular
structures facilitate the embedding of complex topologies into low-dimensional physical space
(Bassett et al. 2010).

Integration/Segregation

Consistent experimental and computational evidence shows that cognitive function requires an
optimal balance between global integrative and local functionally specialized processes (Tononi
etal. 1994, 1998; van Putten and Stam 2001). Cooperation between local and global processing was
shown to be the basis of cooperative phenomena such as feature binding in gestalt-like perception, in
which the emergence of a coherent percept from spatially distant stimuli is associated with
synchronous responses of distant neuronal assemblies (Singer 1995).

An appropriate balance between these two tendencies has been shown to be necessary for efficient
functioning, particularly in neural systems (Tononi et al. 1994); in fact, exceedingly segregated or
integrated brains have been associated with various pathological conditions, e.g., autism (Just
et al. 2004) or schizophrenia (Fletcher et al. 1999; Tononi et al. 1998).

It appears then that the functional organization of the human brain presents an essential trade-off:
on the one hand, modules should be sufficiently independent to guarantee functional specialization
and parallel computing. On the other hand, modules should be sufficiently connected to bind
multiple sources of information to promote coordinated activity or coherent percepts.

Small Worlds and Fractal Networks

Small-World Property Small-world structure, a particular topology combining high local cluster-
ing and short path length, has been suggested to represent a solution to the trade-oft between module
independence and specialization. The small-world property refers to a very small distance in
a network’s path length, as compared to the total number of network nodes. The idea of a small
world appeared in 1929, in a short story by the Hungarian author Frigyes Karinthy called Ld
ncszemek (Chains), and later made famous by Stanley Milgram’s six degrees of separation exper-
iment (Milgram 1967). Milgram’s experiments showed that the average number of successive
acquaintances (i.e., the distance) between any two individuals in a population of the order of billions
1S just six.

Small-world networks show a high local density of connections together with a short number of
steps to go from one node to any other (Watts and Strogatz 1998). They are characterized by (i) a
high clustering coefficient C, which measures the percentage of the first neighbors of one node that
are, in turn, connected with each other, and (i) by the existence of long-range connections that create
shortcuts between distant regions of the network. On the other hand, scale-free networks are
associated with a power-law degree distribution P(k) ~ k= 7, where 7 is the degree exponent; the
average distance d scales logarithmically with the network size asd ~ In N. The scale-free nature of
functional networks implies that there are always a small number of brain sites functionally
connected to most other brain regions and that the number of these nodes is comparatively much
larger in these networks than in randomly connected ones.

It has consistently been shown that brain anatomical networks have characteristically small-world
properties of dense or clustered local connectivity with relatively few long-range connections
mediating a short path length between any pair of neurons or regions in the network (Sporns
et al. 2004; He et al. 2007; Hagmann et al. 2007). Similarly, human brain functional networks of
coherent activity associated with the execution of cognitive tasks have also been associated with
power-law or truncated power-law degree distributions (Eguiluz et al. 2005; Salvador et al. 2005;
Achard et al. 2006b; Bassett et al. 2006; Achard and Bullmore 2007).
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The small-world structure seems to be pervasive both across scales of brain activity and across
species. Such a structure also characterizes functional cortical neuronal circuits in mammals (Song
et al. 2005; Yu et al. 2008) and been identified in nervous systems as simple as that of the nematode
C. elegans (Watts and Strogatz 1998).

The modifications of small-world structure in disease (Stam et al. 2007), in normal aging, and by
pharmacological blockade of dopamine neurotransmission (Achard and Bullmore 2007) may be
functionally interpreted in the light of theoretical studies showing that small-world architecture
optimizes information processing (Strogatz 2001), facilitates synchronization (Bucolo et al. 2003)
and rapid response and emergence of coherent oscillations (Lago-Fernandez et al. 2000), and
confers resilience against pathological attack.

Fractal Networks Because complex systems typically exhibit structure at many scales, it is
extremely interesting to understand the behavior of a complex network under a scale transformation
and see the degree of similarity across scales. Fractality in a complex network can be identified in
a manner similar to that of ordinary fractals, which are objects consisting of self-similar copies at all
scales. In this process, the network is first covered with boxes. After optimally covering a network
with boxes of a given diameter /3, a renormalization transformation is applied where each box is
replaced by a single node and the links of the original network are transferred to the renormalized
one, so that original links between nodes belonging to different boxes constitute links between these
boxes.

Under general conditions, the required number of boxes Ny scales with the box diameter /5 as
Np ~ I3 and yp is the fractal dimension of the network. Thus, fractality indicates a power-law
scaling of the distances with network size, which is very different from the logarithmic dependence
of small-world structures.

The dependence of Np on [z highlights two main families of networks: fractal networks,
displaying power-law scaling with a finite-valued exponent 7z, and non-fractal networks with
a sharp exponential decay of Nz with /3 and an infinite fractal dimension yz — oco. Several
experimental studies have shown that brain networks show hierarchical, fractal structures
(Meunier et al. 2010; Bassett et al. 2010).

In fractal networks hubs tend to connect to small degree nodes and not to each other. In other
words, hubs tend to stay away from each other. As a result, centrality is weakly correlated with
degree: due to the repulsion between hubs, small degree nodes appear at all parts of the fractal
network. Thus, their centralities can have both small and large values, and their average centrality is
significantly larger, resulting in transport properties that are different from those of networks with
different topological organizations. Fractality is closely related with modularity: the isolation of
hubs allows considering that each box is built around a local hub, so that boxes ultimately roughly
correspond to a module. By comparison to scale-free networks, fractal networks should be more
stable to hub damage. The isolation of hubs from each other may provide an explanation of why
most biological networks evolved toward a fractal behavior.

Solving the Integration-Segregation Trade-Off: The Role of Weak Ties Shortcuts generating
small worlds and the persistence of modularity, a global property unrelated to local clustering, are
intrinsically conflicting mechanisms. Clustering is a local quantity related to the immediate neigh-
borhood of a node, while modularity is a global network property (Girvan and Newman 2002;
Meunier et al. 2010; Fortunato 2010). Furthermore, the short distances of a small-world network are
generally incompatible with strong modularity, which typically presents the properties of a “large
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world” (Song et al. 2005, 2006; Radicchi et al. 2008; Rozenfeld et al. 2010) characterized by long
distances.

Gallos et al. (2012) presented a possible solution to the seeming trade-off between integration and
segregation: while strong ties within the brain are hierarchically organized into modules with “large-
world” self-similar properties, the addition of weak ties overcomes the repulsion between hubs,
rendering the network non-fractal and small world (Watts and Strogatz 1998). Remarkably, weak
ties are organized in a way that maximizes information transfer with minimal wiring cost, suggesting
a natural solution to the paradox of efficient information flow in the highly modular structure of the
brain (Gallos et al. 2012).

Topology and Dynamics
Topological aspects of brain anatomy and the dynamical processes taking place on them are
mutually intertwined.

On the one hand, the topology of structural (anatomical) networks influences the dynamical
processes (namely, synchronization) taking place within them (Boccaletti et al. 2006). The topology
of brain connectivity was shown to be a control parameter guiding global brain dynamics through
series of phase transitions corresponding to different observable patterns, so that a wide range of
different behaviors can be accessed by varying coupling strengths (Jirsa and Kelso 2000). For
instance, changes in the topology or synaptic strengths in the relevant networks can cause transitions
between various regimes of activity (i.e., from normal to seizing to bursting) in models of epilepsy
(Netoff et al. 2004). This has important implications for neural networks, where synaptic coupling
strengths can change at all temporal and spatial scales due to learning processes and plasticity.

On the other hand, the synchronization process unveils the emergence of hierarchical neural
communities at different time scales (Arenas et al. 2006). Simulations showed that brain dynamics
exhibits a modular hierarchical organization, where clusters coincide with the topological commu-
nity structure of anatomical networks (Zhou et al. 2006). It was also shown that in the presence of
(neurophysiologically plausible) weak synchronization between distant brain regions, dynamical
clusters of brain activity closely reflect topological communities of brain anatomy, as areas that are
important for long-range information integration; neuroanatomical connectivity patterns are univ-
ocally associated with given functional complexity levels; and networks capable of producing
highly complex functional dynamics share common structural motifs (Sporns et al. 2000, 2002).

Synchronizability Synchronization is one of the emerging dynamical processes, the understanding
of which has benefited the most from network theory. The spectral analysis of the adjacency and
Laplacian matrices of a network allows evaluation of the synchronization properties of the whole
network and quantification of the stability of the synchronized state (Boccaletti et al. 2006; Arenas
et al. 2008). The analysis of the eigenratio » = Ax/A, (see section “Tools”) of the Laplacian matrix
showed that functional networks obtained for brain activity at rest and during the execution of
a finger tapping task have a synchronizability parameter indicating that brain activity lies at a critical
point separating the coherent/incoherent state of the whole network (Bassett et al. 2006). Interest-
ingly, pathological dynamics, such as those reported during epileptic seizures, lead to an alteration of
the network synchronizability, which recovers its adequate value just after the epileptic episode
(Schindler et al. 2008).

Mechanical Principles of Brain Organization

When considered as a biophysical system, it is clear that the brain faces harsh energetic constraints
limiting its computational capabilities (Laughlin and Sejnowski 2003), and that is influenced by its
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interactions with the environment and a range of potential sources of damage (as a result of trauma or
degenerative damage). Correspondingly, it is interesting to understand how the brain faces its
inherent trade-off between its information processing and transmission functions and the huge
energetic costs that these suppose and how it prospers, withstands, or collapses in response to
exogenous and endogenous events.

While understanding the general organizational principles of brain structure and function goes
a long way into explaining the strategies that the brain uses to manage its economic dilemma in an
optimal way (Bullmore and Sporns 2012), network theory provides valuable tools that allow for
directly and quantitatively addressing this issue and through which insight as to how the brain would
respond to various sources of attack can be gathered.

Efficiency

In the general context of complex networks, the concept of efficiency has been related to the ability
of traveling through a network with the minimum number of steps. Latora and Marchiori introduced
a parameter called global efficiency corresponding to the inverse of the shortest paths between any
pair of nodes of the network (Latora and Marchiori 2001).

The concept of efficiency of a brain network relies both on the cost of creating and maintaining the
network and the performance in executing a given task. It is important to see that such a metric is
essentially tantamount to a topological distance, so that, when used in the context of brain networks,
it would be wrong to interpret it as a quantifier of biological efficiency and of the ability of a given
anatomical or functional network to perform a certain task.

Studies on the anatomical network of the C. elegans showed that the sparse structure of
connections between neurons (only 5 % of the total number of possible links) leads to a reasonably
high global efficiency, resulting in a high-performance background for information transfer (Latora
and Marchiori 2001). Different studies have shown that, in brain anatomical networks, both the
number of steps between any pair of nodes in the network (Kaiser and Hilgetag 2006) and the
physical cost of their placement in a three-dimensional space (Bassett et al. 2010) are reasonably
close to their optimal value.

Interestingly, the dynamical nature of functional networks allows them to adapt the trade-off
between cost and efficiency during cognitive processes. Functional networks can enhance their
efficiency during a demanding cognitive process, paying the price of an extra cost and recovering the
initial (and more “economical’) state after finalizing the task (Kitzbichler et al. 2011).

Another fact that reinforces the hypothesis of the existence of a cost-efficiency balance in the
brain is the analysis of impaired networks. The emergence of brain diseases appears to shift the
whole network either to regimes with much higher costs, as is the case in schizophrenia (Lynall
et al. 2010), or to organizations with low efficiency, for instance in Alzheimer’s disease (Stam
et al. 2007).

Robustness

The robustness of a network is related to the impact of node/link deletion in the topological structure
of the network (Cohen and Havlin 2010) and is classically quantified by measuring the deviations of
the network parameters resulting from these deletions. The specific topology of a network deter-
mines its robustness. For example, scale-free networks maintain fairly well their structural properties
when random failures are introduced in the network but turn out to be extremely fragile when hubs
are the object of an attack (Albert et al. 2000). Anatomical networks of the cat and macaque showed
a robustness similar to that of scale-free networks (Kaiser et al. 2007) due to the existence of hubs
and the omnipresent modular structure of brain networks (Kaiser and Hilgetag 2004).
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Counterintuitively, an increase in the network robustness is not necessarily associated with better
performance of a brain network. For example, in the case of childhood-onset schizophrenia, the
analysis of resting-state functional networks showed a decrease in the modular behavior of the
network resulting in a more integrated structure and as a consequence an increased robustness to
targeted attacks (Alexander-Bloch et al. 2010).

Modulating Network Properties

Temporal Evolution The fact that brain networks are in continuous evolution demands that
different analyses from those performed on static network properties be used. Specifically, what is
needed is a perspective that would focus not only on the topology of the network but also on how it
evolves in time. Interestingly, even in the absence of external stimulation, brain activity shows
significant fluctuations in the network connectivity (Hutchison et al. 2012) with corresponding
consequences in the topology of the functional network. At the fastest scales, functional networks
emerge, evolve, and disappear according to the specific requirements of a given cognitive process.
Several works have dealt with the evolution of functional brain networks (De Vico Fallani
et al. 2008; Dimitriadis et al. 2010) showing that new information can be obtained when looking
at the temporal evolution of functional networks. For example, Valencia and colleagues showed that
during visual stimulation, the functional network maintains its small-world configuration, while, at
the same time, functional connectivity is varying in time and frequency; network reconfiguration is
also reported at larger time scales (Valencia et al. 2008). Bassett et al. followed the structure of
functional networks during a learning process and demonstrated that the flexibility of the network
topology is strongly correlated with the amount of learning in future sessions (Bassett et al. 2011). If
we consider aging as the largest time scale that can be analyzed in the brain, again clear signs of
reorganization are reported. While childhood is related to more disordered functional networks with
progressive increase in small-worldness (Boersma et al. 2011), a subsequent evolution toward
a hierarchical modular structure has been reported, which seems to be optimized in maturity.
Nevertheless, as aging advances the modular structure and its hierarchy are lost (Meunier
et al. 2009b), showing the importance of this particular kind of configuration in the optimal
functioning of brain networks.

Brain Diseases Graph theoretical measures have proven to represent good indicators of the
emergence and evolution of a series of brain diseases, an aspect that renders them of enormous
practical application. The emergence of brain dysfunction can be quantified using network metrics,
which are altered in a disease-specific way (Stam and van Straaten 2012). For example, during
epileptic seizures, functional brain networks become more regular, modifying their degree distribu-
tion and losing part of their modular structure (Ponten et al. 2007; Kaiser and Hilgetag 2010). On the
contrary, functional networks of schizophrenic patients become more random, with a consequent
decrease of both the normalized clustering coefficient and shortest path (Micheloyannis et al. 2006).
Mild cognitive impairment, a condition which sometimes evolves into Alzheimer’s dementia, also
shows increased functional network randomness, but in this case it is associated with increased
network synchronization and a propensity to enhance long-range connections (Buldu et al. 2011).
Network analysis of Alzheimer’s disease indicates a disconnection syndrome leading to an increased
shortest path and decreased network clustering, both leading to a severe impairment of the desirable
properties afforded by small-world networks (Stam et al. 2009).
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Future Lines of Investigation

Complex network theory has undoubtedly started opening new avenues on the understanding of
brain networks. Still, some aspects of this methodology have yet more to offer as new lines of
investigation open in the coming years. Four main lines seem to have a particularly promising future:

Quantitative Modeling of the Fundamental Principles of System-Level Brain
Functioning One of the merits of network theory is its ability to relate the topological structure
of real networks to the processes occurring in them. It is possible to implement different network
models which reproduce experimental observations or test new hypotheses with the aim of inves-
tigating the guiding rules behind the emergence, functioning, and evolution of anatomical and
functional brain networks (Vértes et al. 2012). These models cannot be directly borrowed from other
technological or biological fields and should contain the particular constraints of brain networks.

Predicting the Behavior and Evolution of Brain Networks The fact that both anatomical and
functional networks are in continuous evolution leads to the conclusion that we should pay attention
not only to the observed network but also its future stages. Models that predict the evolution of
a network would provide a fundamental contribution of complex network theory to the understand-
ing of brain functioning.

Controlling and Targeting the State of the Network Control and targeting of complex techno-
logical networks are two well-studied issues (Liu et al. 2011). Nevertheless, the application of these
concepts to biological systems is a pristine field. Identification of those nodes that guide the behavior
(or evolution) of a network and drive its dynamics would be of great interest in pathologies such as

epilepsy.

Classification of Brain Networks There is now some evidence showing that network metrics are
robust enough quantifiers of brain activity to be used as features capable of distinguishing healthy
from pathological behavior (Zanin et al. 2012). Ultimately, network theory should help in the
identification of the signatures of pathology in a selective way and in the comparison and classifi-
cation of anatomical and functional networks, thus lending a hand in the early detection of brain
neurodegenerative diseases or in the monitoring of a healthy aging.

Cross-References

Brain Imaging: Overview

Connectivity Analysis in Normal and Pathological Brains
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